Representation of animal distributions in space: how geostatistical estimates impact simulation modeling of foot-and-mouth disease spread
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Abstract – Modeling potential disease spread in wildlife populations is important for predicting, responding to and recovering from a foreign animal disease incursion. To make spatial epidemic predictions, the target animal species of interest must first be represented in space. We conducted a series of simulation experiments to determine how estimates of the spatial distribution of white-tailed deer impact the predicted magnitude and distribution of foot-and-mouth disease (FMD) outbreaks. Outbreaks were simulated using a susceptible-infected-recovered geographic automata model. The study region was a 9-county area (24 000 km²) of southern Texas. Methods used for creating deer distributions included dasymetric mapping, kriging and remotely sensed image analysis. The magnitudes and distributions of the predicted outbreaks were evaluated by comparing the median number of deer infected and median area affected (km²), respectively. The methods were further evaluated for similar predictive power by comparing the model predicted outputs with unweighted pair group method with arithmetic mean (UPGMA) clustering. There were significant differences in the estimated number of deer in the study region, based on the geostatistical estimation procedure used (range: 385 939–768 493). There were also substantial differences in the predicted magnitude of the FMD outbreaks (range: 1 563–8 896) and land area affected (range: 56–447 km²) for the different estimated animal distributions. UPGMA clustering indicated there were two main groups of distributions, and one outlier. We recommend that one distribution from each of these two groups be used to model the range of possible outbreaks. Methods included in cluster 1 (such as county-level disaggregation) could be used in conjunction with any of the methods in cluster 2, which included kriging, NDVI split by ecoregion, or disaggregation at the regional level, to represent the variability in the model predicted outbreak distributions. How animal populations are represented needs to be considered in all spatial disease spread models.
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1. INTRODUCTION

The aim of this research is to evaluate the sensitivity of epidemic model predictions to estimated spatial distributions of wildlife species. This research provides critical insight into the impact that the estimated spatial distribution has on modeling predictions. This is important because modeling predictions are used to guide policy and evaluate mitigation strategies prior to an outbreak1 [8, 37]. Modeling may also be used during an outbreak

to inform response strategies, particularly for wildlife populations. There are many questions that may be of interest to policy- and decision-makers either before or during an outbreak\(^1\). Two potential questions address the predicted average outbreak size and the ‘best’ or ‘worst’ case scenarios\(^1\). The former question relates to the mean or median predicted outbreak size, and this information is useful for investment decisions and ranking the importance of foreign animal disease outbreaks. The latter question addresses the minimum and maximum predicted outbreaks, information that can be used by decision-makers for potential resource allocation. Decision- and policy-makers may also be interested in specific values that can be selected from the distribution of predicted outbreaks\(^1\). Since model predictions are obtained via Monte Carlo simulations, the entire distribution of predicted outbreaks should be considered when making decisions, rather than focusing on just central tendency or even variability statistics\(^1\).

Given the above, this paper addresses the impact of 15 different geostatistical methods for estimating the spatial distribution of animal species distribution on the predicted outbreak distribution of foot-and-mouth disease (FMD) in white-tailed deer in southern Texas.

FMD is a highly contagious viral disease of cloven-hoofed animals, affecting both domestic and wild Artiodactyla species, including cattle, deer, and feral hogs. It is considered one of the most serious diseases of livestock \([28]\) and the economic devastation caused by outbreaks can be enormous, as evidenced by some recent outbreaks \([19, 38]\).

The severity of the disease in Cervidae spp. (deer) varies from unapparent or mild in some species to more severe in others \([28]\). Deer have been infected both naturally and experimentally\(^2\) \([14, 16, 28]\), and deer-to-deer and deer-to-cattle transmission has been observed \([34]\). Experimentally infected white-tailed deer exhibited intermediate disease severity compared with susceptible livestock species (i.e., between cattle, sheep, and goats) and approximately 10% of those infected in a 1924 outbreak in California displayed typical signs of FMD infection\(^2\). Several species of deer are among the most commonly FMD-infected wildlife under field conditions, and deer are believed to play an important role in the epizootiology of the disease \([28]\).

The United States has been free of FMD since 1929, following a number of outbreaks in California and Texas during the 1920s. In 1924, an outbreak in California which started in pigs, spread to grazing cattle and subsequently infected deer across the central portion of the state. It required two years to eradicate the disease from the local deer population, and more than 22 000 deer were slaughtered\(^2\) \([21]\).

During the 2001 FMD outbreak in the UK, it was feared that a number of the deer species in the country (red, fallow) might become infected and potentially act as a reservoir for the disease \([5, 34]\). A similar concern was also expressed in the Netherlands during the 2001 FMD outbreak \([11, 34]\). However, evidence of infection in deer was not observed in either of these more recent outbreaks \([11]\).

In areas of the United States where livestock are extensively grazed, the potential for interaction with susceptible wildlife species, such as white-tailed deer, is high \([37]\). Deer move through and forage in fields between farms, and enter premises with animal feed and slurry \([34]\). Additionally, supplemental feeding of white-tailed deer for hunting purposes is common \([37]\). Given the widespread distribution of wildlife species susceptible to FMD virus infection and the potential for interaction with livestock, modeling the spread of the disease in wildlife populations is an important resource in our ability to predict, respond to and recover from a foreign animal disease incursion.

To model the spread of FMD in a wildlife population, such as white-tailed deer, an estimate of the species spatial distribution is critical. A variety of spatial estimation methods have been used in the ecological literature for modeling the density and distribution of wildlife species, including dasymetric map-
ping, regression-based approaches (including interpolation), and remotely sensed image analysis.

Dasymetric mapping, also known as surface based demographic data representation, redistributes the population from a set of areal units into either a vector or raster map using ancillary data such as land use or remotely sensed images [27]. Dasymetric mapping provides a means of visually representing a statistical distribution in a geographic information system (GIS) using discrete areal data [6]. This mapping procedure eliminates the artificial structure of political or arbitrary boundaries that are often placed on aggregate data and allows for representation of a more realistic distribution of the data [6, 24].

Regression approaches that have been used to describe the density and distribution of wildlife species include ordinary least squares, logistic, Poisson, and more recently, geographically weighted regression and kriging. Kriging predicts values at unsampled locations based on the autocorrelation structure in the measured observations and on the values of nearby observations, thereby taking into account both distance and geometry [3, 31].

Use of remote sensing in epidemiology is based on the development of a logical sequence linking measures of radiation from a sensor on an aircraft or a satellite, to measures of a disease and its corresponding vector or host [4]. One of the most commonly used types of remotely sensed data is the normalized difference vegetation index (NDVI). NDVI data is available from the United States geological survey (USGS) advanced very high resolution radiometer (AVHRR) database. AVHRR data are collected by the National Oceanic and Atmospheric Administration’s (NOAA) polar earth-orbiting satellites, which collect data in the visible, near-infrared, and thermal infrared regions of the electromagnetic spectrum. NDVI is associated with photosynthetically active radiation, and is the most commonly used vegetation index [22].

Epidemics have historically been modeled using differential equations [1, 10, 33]. However, these models do not directly address the local character of disease spread and cannot handle complex boundary conditions [33]. Geographic automata (GA) are a generalization of cellular automata models, capable of handling non-tessellated data (points). Both cellular and geographic automata provide an alternative to differential equation based epidemic models. These models treat time as discrete and interactions as localized [33] and have been applied to a wide range of disease spread problems [1, 2, 9, 17, 32, 36]. Susceptible-infected-recovered models are often built into geographic automata to examine the spatial and temporal propagation of epidemics [2, 13, 17, 23, 32, 33]. However, this approach has rarely been used to model infectious diseases in wildlife populations. Importantly, the impact of the methods used to derive the underlying wildlife distribution estimates on epidemiological modeling predictions has, to the authors’ knowledge, not been evaluated.

The objectives of this study were: (1) to apply 15 commonly used geostatistical methods to estimate white-tailed deer distributions in southern Texas; (2) describe the predicted FMD outbreak distribution that might be observed, given the predicted FMD outbreak distribution used; and (3) compare the predicted FMD outbreak distributions for each of the geostatistical methods used.

2. MATERIALS AND METHODS

2.1. Study site

The study site (approximately 24 000 km²) is an area of southern Texas, bordering Mexico, consisting of nine counties (Fig. 1). It consists of two ecoregions, the Edwards Plateau in the north and the South Texas Brush in the south. The annual rainfall ranges between 750 and 1 200 mm.

2.2. Data source

Data on the number of deer per reporting unit and per county were obtained from the Texas Parks and Wildlife Department (TPWD) [25]. The distribution of deer was estimated using geostatistical methods. All spatial processing was done using ArcGIS 9.0 (ESRI, Redlands, CA, USA) and all surfaces were estimated either on a square lattice with a 1 km² resolution or as a point representation at 1 km² resolution.
2.2.1. Disaggregation based on county numbers (DC)

County-level deer populations were disaggregated based on suitable landuse and estimated carrying capacity within each land use category. Land use categories were derived from the 1992 national land cover dataset (NLCD). The NLCD grid was clipped to the study site and reclassified into suitable categories as follows: forest (land use classes 41, 42, and 43), shrub (classes 50 and 51), and grassland (class 71). The proportion of each land use category in the study area is shown in Table I. Estimated carrying capacity was derived from expert opinion and yielded values of 0.3 for forest, 0.3 for shrub, and 0.1 for grassland for this region. The number of pixels per land use category was multiplied by the carrying capacity as a weighting factor. The number of deer per county was proportionally distributed within land use category based on the weighting factor for each category. The resulting fractional counts of deer at 30 meter resolution were aggregated to a 1 km² integer grid.

2.2.2. Focal smoothing (FS1-FS3)

To eliminate demarcation lines that appeared in the DC method, this data was smoothed using the mean value of cells within a rectangular window around each cell (a focal mean). Three window sizes were used: 10 km² (FS1), 20 km² (FS2), and 30 km² (FS3).

2.2.3. Disaggregation based on region (DR)

The number of deer per county was summed to the regional level (nine county total) and disaggregated as described for the DC method, but without regard for county boundaries so that demarcation lines that appeared in the DC method were eliminated.
2.2.4. Disaggregation based on reporting unit (D RU)

Counts of deer per reporting unit were disaggregated using the DC method, except the disaggregation was done at the reporting unit scale rather than county scale.

2.2.5. Kriging and deer redistribution based on land cover (K1-K4)

The estimated counts for each county were divided by the total area in the county, to derive average densities per km². The centroids were calculated for each county and the appropriate density value was joined to the centroid to prepare the data for kriging. An ordinary kriging model (K1) was used to create a raster surface of deer density.

The kriged surface was subsequently used to redistribute densities of deer based on land cover type using the NLCD data. The land cover data was reclassified to the following multipliers: shrublands were classified as 1.2, forests were classified as 1.0, and grasslands were classified as 0.8; all other land cover categories (including cropland, residential, and water) were classified as 0. The reclassified land cover raster was multiplied by the kriged surface. This resulted in a raster of deer density that was proportionally distributed within shrubland, forest, and grassland land covers (K2).

The redistribution of deer density resulted in areas of higher or lower density than that reported for ecoregions by TPWD. A correction factor was computed for each ecoregion using the ratio of the zonal sum of deer density for each ecoregion obtained from the raster described above to the deer density for each ecoregion (K3) reported by TPWD. Finally, to reduce the smoothness of the surface generated by kriging, the estimated deer from kriging were re-distributed based on the proportion of suitable land use within each county (K4).

2.2.6. Disaggregation to farm-boundary (DFB)

County-level deer population estimates (DC) were summed to farm boundaries and a centroid for each farm was used to represent the deer population. Farm boundaries were provided by the United States Department of Agriculture (USDA) Farm Services Agency (FSA) of Texas.

2.2.7. Linear scaling based on NDVI (LS1-LS4)

Maximum monthly composite NDVI values for the months of April (LS1) and December (LS2) 2004 were used to linearly scale deer density in the range 0-30 for each 1 km² pixel. April and December were selected because they represent the highest and lowest monthly precipitation, respectively. The estimated densities were summed and compared to the count of deer provided by TPWD. The initial scaling resulted in an overestimate in the number of deer in some areas and an underestimate in others. The study site was subsequently split by ecoregion and NDVI was used to linearly scale density in the range 0-45 deer per km² in the Edwards Plateau, and 0-15 deer per km² in the South Texas Brush ecoregions for both April (LS3) and December (LS4).

2.2.8. Epidemic simulation model

The same modeling scenario was used for all model comparisons: one cell was selected as infected to initiate the simulation and this cell was used as the starting point for all simulations. For every simulation of the model, each cell centroid was allowed to interact with other cells within a 2,000 m neighborhood. The model was simulated for a time period representing 100 days and 100 model runs were simulated for each dataset, yielding a total of 10,000 iterations. The median number of deer infected and median area affected (km²) were used to characterize each set of simulations at the 100th model day.

The population density, distribution, and habitat requirements of deer within the study area were explicitly incorporated in the model. We assumed the home ranges of deer in the study area were within a distance of 2 km and no interactions took place beyond this distance. The interaction probabilities between locations were weighted using a kernel defined by the inverse of the distance from the cell centroid, with the value being a fraction of a pre-specified bandwidth (1,000 m). The weights were reduced when neighbors were further away than the pre-specified bandwidth, and increased when they were closer.

In the model, deer could pass through four disease states: from susceptible to latent, from latent to infectious, from infectious to immune, and finally back to susceptible. Parameter values for the latent, infectious, and immune periods were based on the literature, predominantly lab based studies of FMD infection in deer\(^1\) [14,16,37]. These transitions partially determined the dissemination rate of FMD between cells [15]. The first transition depended on contact rates between susceptible and infected deer cells in the previous time step. Homogenous mixing
Table II. Baseline model parameter values.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Latency, days (min, max)</td>
<td>3–5</td>
</tr>
<tr>
<td>Duration of infectiousness, days (min, max)</td>
<td>3–14</td>
</tr>
<tr>
<td>Duration of resistance to re-infection, days (min, max)</td>
<td>90–180</td>
</tr>
<tr>
<td>Maximum number of neighboring cells with which each infected cell can interact</td>
<td>8</td>
</tr>
<tr>
<td>Maximum distance of neighboring cells within which each infected cell can interact (m)</td>
<td>2 000</td>
</tr>
<tr>
<td>Density scaling parameters (min, max)</td>
<td>0–30</td>
</tr>
</tbody>
</table>

was assumed to take place within but not between cells.

The probability of interaction between neighboring locations also depended on the density of susceptible deer in the two locations, calculated as the product of their probabilities. Locations with more than a maximum threshold of deer were assigned a probability of 1.0. The remaining locations were linearly scaled into the interval 0 to 1 by dividing each location’s density by the maximum threshold value [37]. To incorporate stochasticity into the model, interactions between a susceptible location and an infectious neighbor occurred when a random number from a pseudo-random number generator (PRNG) using the Mersenne Twister mt19937 algorithm [26, 35] was below the assigned probability threshold for that pair of locations [37].

Once a cell was infectious the second, third, and fourth transitions in the model depended on the length of the latent, infectious, and immune periods as assigned in the model parameterization [14, 16, 37]. The specific values were assigned randomly within the corresponding parameter ranges using a uniform distribution. The baseline model parameter values are summarized in Table II.

The geographic automata model framework is particularly suited to modeling foreign animal diseases in wild animal populations. Geographic variations are explicitly modeled in a simple manner and individual-level animal census data is not required, as long as an approximate statistical distribution is available [18]. In addition, the model does not require complex mathematical equations, but instead relies on local relationships between cells [18]. The assumption of local spread is a reasonable assumption for white-tailed deer populations: in the absence of disturbance, deer are unlikely to move outside their local home range [37].

2.3. Data analysis

The results of the model simulations were analyzed using agglomerative clustering to identify groups of geostatistical methods that produce similar results at the 100th model day. This was done using the agnes algorithm within the Cluster package in R [20, 30].

The similarity matrix used in the clustering analysis was developed by calculating the difference between each pair of geostatistical methods as the square root of the average squared difference between each pair of model runs:

\[
\text{similarity} = \sqrt{\frac{1}{n^2} \sum_{i,j=1}^{n} (m_{1i} - m_{2j})^2}
\]

where \( n \) is the number of model runs (100 in this case), \( m_{1i} \) is the \( i \)th value for methodology 1, and \( m_{1j} \) is the \( j \)th value for methodology 2.

3. RESULTS

3.1. Predicted distribution and density of deer for each individual method

Each of the estimation methods were compared with respect to the predicted number of deer per county as provided by TPWD. The number of deer in the study region predicted from each estimation method is summarized in Table III. Estimates ranged from 385 939 to 768 493. In addition, the geostatistical methods resulted in different spatial representations of the distribution of deer in the study region. Examples of some of the distributions and the corresponding predicted spatial epidemic spread are shown in Figures 2 and 3, respectively. Figures for all of the spatial representations and predicted spatial epidemic spread are available online (Figs. A and B) at www.vetres.org. Summary statistics for the predicted number of deer infected and area affected for each of the estimation methods (10 000 iterations each) is shown in Table IV. A graphic depiction of the median number
Figure 2. Example surfaces (DC, DR, and LS1) from geostatistical estimates of deer distribution and density.

Figure 3. Epidemic progression (DC, DR, and LS1).
Table III. Predicted number of deer by estimation methodology as compared to Texas Parks and Wildlife Department (TPWD) provided county estimate.

<table>
<thead>
<tr>
<th>Method</th>
<th>Estimated</th>
<th>TPWD $(n = 427,292)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DC</td>
<td>412,770</td>
<td>97</td>
</tr>
<tr>
<td>FS1</td>
<td>395,281</td>
<td>93</td>
</tr>
<tr>
<td>FS2</td>
<td>395,828</td>
<td>93</td>
</tr>
<tr>
<td>FS3</td>
<td>396,269</td>
<td>93</td>
</tr>
<tr>
<td>DR</td>
<td>410,624</td>
<td>96</td>
</tr>
<tr>
<td>DRU</td>
<td>768,493</td>
<td>179</td>
</tr>
<tr>
<td>K1</td>
<td>403,027</td>
<td>94</td>
</tr>
<tr>
<td>K2</td>
<td>439,169</td>
<td>103</td>
</tr>
<tr>
<td>K3</td>
<td>536,042</td>
<td>125</td>
</tr>
<tr>
<td>K4</td>
<td>385,939</td>
<td>90</td>
</tr>
<tr>
<td>DFB</td>
<td>385,939</td>
<td>90</td>
</tr>
<tr>
<td>LS1</td>
<td>491,566</td>
<td>115</td>
</tr>
<tr>
<td>LS2</td>
<td>415,426</td>
<td>97</td>
</tr>
<tr>
<td>LS3</td>
<td>470,428</td>
<td>110</td>
</tr>
<tr>
<td>LS4</td>
<td>464,680</td>
<td>109</td>
</tr>
</tbody>
</table>

of deer infected and the median area affected by method is shown in Figure 4. Boxplots of the predicted outbreak distribution for each method are shown in Figure 5.

3.2. Cluster Analysis

The clustering algorithm for the predicted distribution of deer infected identified two distinct clusters of methods, and one outlier (Fig. 6). The first cluster included the DC and DFB methods, both of which were methods constrained within county boundaries. The second cluster included all other methods except LS1: the difference between this and other methods is apparent in Figure 2.

4. DISCUSSION

We found substantial differences in the estimated number of deer in the study region based on the geostatistical estimation procedure used: the total deer population ranged from 385,939 to 768,493. Substantial differences were also observed in the median predicted magnitude of the outbreak, which ranged from 1,563 to 8,896 deer infected. This variability in the predicted median outbreak size, as a result of using different geostatistical methods to describe the population at-risk, supports the argument that reporting only summary statistics from simulation models can be misleading. It is important that an attempt be made to consider the entire predicted outbreak distribution when summarizing modeling results, especially if these results are to be presented to policy-makers or to be used by decision-makers in the face of an outbreak.

Species predicted spatial distributions should be compared to known data, where available, and consideration should be given to how well the spatial estimate matches the species distribution reported from reputable data sources. Reports available from TPWD for this study region (for example, DC and DR, Fig. 2) indicate that the highest density of deer is found in the northern half of the study region [25]. Some of the spatial estimation methods better reflected this distribution than others. This is highlighted in Figure 2, where the predicted deer distribution for three of the methods is shown. DC predicts the highest density in the uppermost three counties, but fails to extend far enough south. DR appears to best represent the known density of deer in the study region, with the highest density in the northern half of the study region. LS1 is clearly inconsistent with the deer estimate from TPWD, showing the highest density in the southwest portion of this region. Even though some of the spatial distributions do not accurately reflect the TPWD estimate, using these geostatistical methods still resulted in similar estimates of the total disease outbreak impact. Thus, the choice of geostatistical method for representing animal species distribution is probably secondary to the objectives of the study. If the aim is to estimate the overall impact of an FMD disease outbreak, results from this study suggest that the choice of geostatistical method is not critical. However, from the perspective of spatial analysis and predicting the likely spatial distribution of infected areas, the choice of geostatistical method becomes more important.

Study results indicate that the simpler methods for predicting white-tailed deer density
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Figure 4. Median number of deer infected and median area affected in km² by estimation methodology.

Figure 5. Boxplots of the predicted outbreak distribution for each estimation methodology.
Resulting clusters predicted by hierarchical agglomerative clustering algorithm for the distribution of deer infected. For these two clusters of methods, the mean predicted median outbreak size and median area affected were 1,599 deer and 110 km² and 4,578 deer and 263 km², respectively. Thus, broadly these two clusters resulted in a two to three-fold difference in predicted outbreak size and distribution, indicating that the estimation methodology used to distribute deer has a significant impact on model predictions. Specifically in the present study, two representations of the population are necessary to capture the variability in the predicted outbreak size and distribution. The values in the dendrogram (Fig. 6) are measures of the variation in the number of predicted infected locations. Cluster 2 values span a range of approximately 140. This characterizes the variability that one might expect in model predictions, depending on the method used to characterize the spatial distribution of an animal species of interest. Certain methods are closer together than others; for example, \( K_1 \), \( K_2 \), \( K_4 \), \( LS_2 \), and \( LS_4 \) are separated by a distance of only 70. The distance cut point used for cluster identification is somewhat arbitrary. For example, cluster 2 could be further subdivided if the variation of 140 is considered too large. This would result in the \( DRU \) method – a method that produced a distribution that was inconsistent with the TPWD report of deer distribution (highest densities in the southern portion of the study region) – being an outlier.

The underlying assumptions of the various geostatistical estimation methods should be considered, in addition to how well they predict the known data. Dasymetric mapping assumes that the data (wildlife density and distribution over the landscape) has an underlying spatial pattern which can be characterized using ancillary data, such as habitat and carrying capacity. This assumption is reasonable for wildlife data. Dasymetric mapping methods (such as \( DC \), \( DFB \), and \( DRU \)) that were applied within a political (county) or ecological (reporting unit) boundary further assumed that these ancillary attributes were captured within the bounds placed on the data. For these methods, it was assumed that habitat and carrying...
capacity attributes were adequately captured at the sub-county or reporting unit level. This assumption may not be entirely valid. We know that wildlife, especially white-tailed deer, view and select habitat at the patch level and that patch dynamics do not necessarily follow political boundaries, that is, a suitable patch could easily cross county boundaries leading to an inaccurate estimate of the density or distribution. Based on the deer distribution data available from TPWD, the reporting unit scale appears too coarse to adequately model deer distribution using the ancillary attributes of habitat and carrying capacity. In addition, methods that were forced to distribute within county boundaries lead to demarcation lines (horizontal bands) along these boundaries in the resulting spatial estimate of the species distribution. Although we know these boundaries are not realistic, they often represent the source of the only census data available.

Kriging has an underlying assumption of spatially continuous data. Wildlife distributions are typically not considered continuous and therefore kriging may not be the most appropriate method to use. Estimation methods that depended on remotely sensed imagery (LS1–LS4) assume there is a relationship between NDVI values and deer density and distribution. NDVI measures vegetative greenness, and it was assumed that there is a linear relationship between deer density and NDVI value. However, this assumption has not been validated. The distribution derived from NDVI did not always adequately characterize the known deer distribution. For example, the outbreak distribution produced by the LS1 method (Fig. 5) was an outlier in the cluster analysis. How this method might be applied requires further investigation.

Demarcation lines in the data are an artifact of the artificial (administrative and political) boundary that is placed on the data (county or reporting unit). Dasymetric mapping methods create a statistical deer distribution designed to remove the effect of artificial boundaries [6,24, 29]. However, when these methods are used within a boundary the resulting distribution tends to suffer from demarcation at that boundary. Methods that do not explicitly include boundaries in the estimation procedure (DR, K1, LS2) did not suffer from demarcation in the resulting estimated distribution. Because we are interested in modeling disease spread in a multi-county region, a clear demarcation line (for example, high density to zero or extremely low density across a single 1 km² pixel) presents a problem for epidemic modeling. Given that geographic automata models operate at the local level, the distribution and density of surrounding cells is very important in determining whether and how the disease will spread. An ideal method is one that results in both realistic and suitable spatial animal distributions for spatial modeling of disease spread.

The results of this study demonstrate that to eliminate demarcation in the spatial distribution data at the level of aggregation available it is necessary to use a regionalized interpolation method (kriging) or a method involving individual pixel level data (NDVI). However, these methods that smooth population distributions result in much larger estimates of the magnitude of the outbreak and the spatial distribution of infection (Fig. 3). The actual estimate of the overall population density appears to play little, if any, role in the resulting magnitude of the predicted outbreak. The distribution and, more specifically, the smoothness and spatial continuity of the distribution appear to have a major role in the predicted outbreak size (Fig. 3). This is highlighted in Figures 3, 5, 6, and Table IV. The group with low spatial continuity: DC, FS1–FS3, DR, DRU, DFB, and LS4 all have zeros in their distributions where outbreaks failed to occur. Their fifth percentiles (Tab. IV) are all zero, indicating that outbreaks did not occur in at least 5% of the model runs. All of the surfaces with low spatial continuity had zeros in their fifth percentiles for 98 of the 100 runs indicating that in only 2 of the 100 runs did an outbreak start. The group with high spatial continuity: K1–K4 and LS1–LS3 all have much higher values for their fifth percentiles indicating that an epidemic always occurred for these surfaces. This result is to be expected given the spatial formulation of the model. The more continuity in the spatial distribution, the greater the opportunity for
interactions between locations and therefore more interactions will occur even when there are lower interaction probabilities.

The need to use spatially-explicit models to simulate the spread of FMD has been recognized [15, 19], and spatial heterogeneity has been identified as possibly the greatest challenge to realistically representing FMD spread through a landscape [12]. In addition to capturing the spatial heterogeneity of the population across the landscape, wildlife distributions need to be seasonally-dynamic, since these species are particularly affected by variations in climate and natural resources. Such temporal dependency may have a significant impact on the spread of disease within wildlife populations, and further, into domesticated animal populations of interest [7]. Temporal dependency should be incorporated in future studies of disease spread in potential wildlife reservoirs. While we have included some level of temporal dependency with the NDVI surfaces, a more detailed analysis is necessary in the future.

The model used in this study has been used previously to investigate wildlife-domestic species interactions between feral pigs and cattle [7, 37] and between wild deer and cattle [37]. In the current study, our focus was on the potential spread of FMD in wild deer populations. We made the simplifying assumption that because of relatively low grazing densities in this extensively managed livestock system, cattle do not contribute greatly to disease spread. Also, we focused on the initial stages of disease spread (<100 days); assuming a minor role for domestic livestock during this initial phase of an outbreak is likely to be valid. The duration of resistance to FMD virus reinfection was assumed to be 90–180 days. Although this assumption may be unrealistically low, it probably had little impact on study results because of our focus on the initial stages of disease spread. The model predictions are likely to be sensitive to temporal fluctuations in the population densities (for example, seasonal or annual population trends, particularly if these fluctuations occur differentially across geographical areas of the study region). Thus, study results should be viewed as the average effect of different representations of animal densities. More research is needed to determine if the methods of representing animal densities, or temporal fluctuation of those densities, are more important in determining the outcome of a disease incursion such as FMD. Caution should be exercised when using the same epidemiological parameters on different...
spatial landscapes. This is even more problematic when epidemiologic parameters are estimated from a disease outbreak that occurs within a given spatial landscape. Given that FMD has not occurred in the USA since 1929, it is virtually impossible to estimate the epidemiologic parameters, should FMD virus be introduced into the deer population. However, the model system does incorporate uncertainty by using parameter ranges [37]. Regarding the role of spatial heterogeneity on parameter estimation, we feel that the model is robust even in the absence of detailed parameter estimates. Spatial heterogeneity has been implicitly included in the model by the use of density to adjust disease transmission. Furthermore, by using landscape variability (key habitat features) in the distribution methodologies and density to control interaction in the simulation model, we have incorporated heterogeneity of transmission via a ‘self-adjusting’ model that varies across the landscape. We have captured variation in both the distribution of susceptible hosts and contact rates over the landscape: this is the primary underlying cause of the differences between model results.

To our knowledge, this is the first study to define the range and distribution of estimates of outbreak magnitude generated by various methods of processing aggregate data of white-tailed deer. Depending upon the geostatistical methods used, we found high variability in the predicted spatial distribution of white-tailed deer in the predicted magnitude and size of the outbreak. At least two representations of the population may be necessary to adequately capture this variability in the predicted outbreak distributions, and certain geostatistical estimation methods may perform better than others from a spatial analysis perspective. Modelers must be aware of the underlying assumptions of the various estimation methods that might be used, and the potential impact of these on model predictions. In addition, the goal of estimation needs to be considered – whether it is solely to represent the spatial distribution of an animal species of interest, or to provide data for a simulation modeling exercise. It is also of critical importance to consider available data, methods of distribution estimation and assumptions prior to developing modeling scenarios and generating epidemic predictions. The importance of critically considering these factors cannot be overstated, especially if models are used to inform policy and epidemic response. How animal populations are represented needs to be considered in all spatial disease spread models.
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